8872 Modbus Troubleshooting

03/20/2019

Is any data being recorded for the

instrument in question?

Check Log Viewer for YES NO Check instr TCP config
errors on channels in inDSD
question

Confirm proper
Modbus driver
selected

If Thermo / API, use
‘factory' instrument ID

Use Telnet to test

Confirm Modbus comms

driver config

SUCCESSFUL COMMS FAILED COMMS TEST

Have customer reverify all
Use 'Debugging’ TCP settings on instr and
option and check that modbus is enabled; pwr

Log Viewer cycle instr

Thermo/API - if some
data drops (< flagging)

try instr timeout
ranges 500-800

Escalate as
needed

Escalate as needed

Source: http://blog.scoutapp.com



8872 GSI Troubleshooting

03/20/2019

Is any data being recorded for the
instrument in question?

Use SNLT Diagnostics Debugging Is another app running /
option, check Log Viewer for tying up the port?
errors on channels in question

Stop app and :
Check drivers against Fetact Check for Primary

standard release Driver

Check
DropBox/Analyzer
Manuals for
application notes

Check channels
for correct serial
port

If Thermo / API,
use 'factory’
instrument ID

Check com port

settings in AVT,

correct polarity
cable in use

Source: http://blog.scoutapp.com HyperTerminaI
test if possible



